
Solving Pseudo-Boolean Constraints with SMT
A few first steps

Gereon Kremer

RWTH Aachen University, Germany
LuFG Theory of Hybrid Systems

March 2nd, 2018

Gereon Kremer (RWTH Aachen University, Germany LuFG Theory of Hybrid Systems )Solving Pseudo-Boolean Constraints with SMT March 2nd, 2018 1 / 1



What was already done?

Bachelor thesis in 2017

Pseudo-Boolean problems:

Linear
No objectives
Only conjunctions

Different strategies in SMT-RAT

Comparison with MiniSat+
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Problem definition

Pseudo-Boolean constraint

Boolean variables xi, integer coefficients ai:

n∑
i=1

ai · xi ∼ a0

We assume true = 1 and false = 0.

Satisfiability

Given a set of pseudo-Boolean constraints C over variables xi:
Find Boolean values for all xi such that all c ∈ C evaluate to true.
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Standard approach

Encode in propositional logic:

Bitvector-style encoding of arithmetic

Size of bitvectors depends on the coefficients

Regular SAT solver

Properties:

Encoding grows with the coefficients

Efficient for small constraints

Large arithmetic constraints can be a problem
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Our SMT-based approach

Encode easy constraints in propositional logic

ax1 ≥ b, a > b > 0 ⇒ x1

x1 − x2 ≥ 0 ⇒ x2 → x1∑
aixi ≥ b,

∑
ai = b ⇒

∧
xi∑

xi ∼ b cardinality constraints

Consider remaining constraints to be linear integer constraints

Use (any) SMT solver for linear integer arithmetic

Simplex and Branch&Bound
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Experimental results

Overall 4597 examples from PB evaluation 2015

Ignore objective functions

MiniSat+: ≈ 60% solved

SMT-RAT: ≈ 20% solved

But heavily depends on the structure of the benchmark
5.1. Comparison of MiniSat+ and SMT-RAT 37
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Figure 5.1: Results for the benchmarks belonging to the first class. The problems
solved here are called "Fixed Bandwidth".

5.3 were called "Subset Cardinality Sigma". At the beginning in both cases SMT-RAT
is worse than MiniSat+ however, when the number of variables reaches a certain mark,
SMT-RAT can solve the problems faster. This show that when problems belonging to
this class reach a certain complexity, arithmetic encoding of the constraints is better
than Boolean encoding.

Figure 5.4 shows results for benchmarks belonging to the second benchmark class.
The benchmarks used here are from year 2016 and belong to the group "Vertexcover
Plain". Here, one can clearly see that for this benchmark group SMT-RAT is much
better than MiniSat+. Similar behaviour illustrates figure 5.5. The benchmars showed
here also belong to the same class. However, they belong to the group "Vertexcover
Hard". One can observe that again at the beginning MiniSat+ is slightly better than
SMT-RAT. This holds for examples consisting of at most 110 variables. Afterwards,
the performance of MiniSat+ vary strongly. However, it is unable to solve problems
consisting of about 170 variables within 30 seconds.

All in all, one can see that for both classes arithmetic encoding of PB-constraints
can pay off. Especially when the number of variables in such PB-constraints is very
high. The reason for this behaviour is probably the fact, that Simplex is usually faster
than a bit vector procedure which is used by MiniSat+.

38 Chapter 5. Experimental Results
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Figure 5.2: Results for the benchmarks belonging to the first class. The problems
solved here are called "Regular Extracted".
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Figure 5.3: Results for the benchmarks belonging to the first class. The problems
solved here are called "Subset Cardinality Sigma".
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Preprocessing: Gauss

Use Gaussian elimination to simplify equations. Use equations to simplify
inequations.

2x1 + 1x2 + 1x3 = 5 2x1 + 1x2 + 1x3 = 5

1x1 − 2x2 + 1x3 = 4 −5x1 + 1x3 = 2

1x1 + 1x2 = 2 ⇒ −2x3 = −1
−5x1 + 1x3 ≥ 2 −1x2 ≥ −1

4x1 + 1x2 + 4x4 ≥ 1

Less constraints, eliminate variables from individual constraints.

Detrimental. Our guess: input constraints are sparse but become dense.
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Preprocessing: Residual Number Systems

Use an adaption of the Chinese Remainder Theorem to convert one large
constraint to several easy constraints.

748x1 + 936x2 + 58x3 + 493x4 + 145x5 + 85 + x6 = 105

Choose primes in a clever way: 5, 17, 29

3x1 + 3x3 + 3x4 = 0 mod 5

7x3 + 9x5 = 3 mod 17

23x1 + 7x2 + 27x6 = 18 mod 29

Less terms per equation, smaller coefficients, encoding modulo is easy.

No effect. Our guess: Simplex performance depenends on total number of
terms, smaller coefficients do not matter.
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Future work

More Boolean encodings

Good Boolean encoding is usually better than arithmetic encoding
Identify good Boolean encodings for constraints from your problem

Optimization

Optimal solution with respect to an objective function
Growing support among SMT solvers (CVC4, SMT-RAT, z3)

Nonlinear problems

Polynomial pseudo-Boolean constraints
Bitvector-based (CVC4, SMT-RAT, z3) or B&B-based (SMT-RAT, yices)

Boolean combinations

Arbitrary Boolean combinations instead of pure conjunctions
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