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Abstract

Satisfiability modulo theories (SMT) describes the problem of finding a satis-
fiable assignment for a formula from a theory over a first-order logic. The theory
of quantifier-free difference logic is a subset of linear arithmetic containing only
constraints of the form z — y < c¢. Difference logic is especially interesting for
timed systems and scheduling problems because it allows an easy declaration of
orders over its variables.

This thesis aims to expand the existing SMT-RAT framework by two dis-
tinguished theory solvers for the theory of quantifier-free difference logic using
a graph-based approach. The implemented solvers are based on the Bellman-
Ford algorithm and the Floyd-Warshall algorithm for finding shortest paths in
a graph, which are already used in a number of state-of-the-art SMT-solvers.

Both implemented solvers were compared against SMT-RAT’s existing sim-
plex solver resulting in a better runtime in most cases.
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Chapter 1

Introduction

The satisfiability modulo theories problem (SMT) describes the problem of deciding
whether a formula of first-order-logic over some theory is satisfiable by finding a sat-
isfiable assignment for its variables or determining its unsatisfiability. SMT-solving is
a heavily researched topic as shown by the annual held SMT—COMPEL where different
SMT-solvers compete against one another on various theories.

This thesis aims to expand SMT-RAT |CKJ™15] by two distinguished theory
solvers for solving quantifier-free difference logic formulas. Difference logic describes
the first-order logic comprised solely of constraints of the form x —y < ¢ and Boolean
variables and operators. Compared to other first-order logics like linear arithmetic,
of which difference logic is a fragment, it is relatively simple. An important prop-
erty of difference logic is that orders over variables can be naturally expressed by
differences, making it useful for scheduling problems or timed systems. Two con-
crete examples would be the verification of timed automata [NMAT02| or dynamic
fault trees (DFTs) [VJK18|. DFTs are used to determine, whether a system will fail,
depending on the prior failure of a number of its basic elements. In addition to a
number of standard benchmarks, the newly implemented solvers will also be tested
on a set of DFT problems. Another advantage of difference logic is the fact that a set
of constraints can be represented as a directed graph. The problem of deciding the
satisfiability for conjunctions of difference constraints then amounts to searching for
negative cycles in a graph. This is a well-known problem in graph theory, solvable by
Bellman-Ford, Floyd-Warshall or Dijkstra’s algorithm, to name a few. Variations of
the first two algorithms are implemented in the state-of-the-art solver Z3 [dMBOS],
that performed well in prior competitions. Inspired by that, we will implement both
algorithms as separate solvers. For the Bellman-Ford algorithm, we will implement
an incremental algorithm proposed in [WIGGO05]. The Floyd-Warshall solver will be
based on a combination of [RHKI5| and [HRK17].

The thesis is structured as follows: In the next chapter, we describe the general
problem and the definition of difference logic, as well as, the basics of the graph-based
approach. In Chapters [3] and [} we first describe the shortest-paths algorithms and
their application to SMT-solving, followed by their implemented incremental versions.
After that, we describe the implemented preprocessing method and two of SMT-RAT’s
already existing preprocessing techniques, that are applicable to difference logic. In

IWebsite of SMT-COMP: http://smtcomp.sourceforge.net
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Chapter [6] we present our experimental results, comparing the newly implemented
solvers against SMT-RAT’s prior existing simplex solver and Z3. Furthermore we
will analyse the composition of the running times of the newly implemented solvers.
Finally, we draw a conclusion and discuss possible further improvements in Chapter

[



Chapter 2

Preliminaries

2.1 The Satisfiability Problem

The satisfiability problem for propositional logic or SAT problem for short, describes
the problem of finding an assignment for the variables of a Boolean formula such that
the formula evaluates to true. Even though the task seems simple, this problem is
NP-hard according to Cook’s theorenﬂ [CooTI].

Definition 2.1.1. A Boolean formula ¢, comprised of Boolean variables x1,...,x,
with Boolean operators (A, V,—) is called satisfiable if there exists an assignment a
for its variables such that the formula evaluates to true. Such an assignment is called
a model of the formula. If no satisfying assignment ezists, the formula ¢ is called
unsatisfiable.

An obvious way to decide whether a formula ¢ is satisfiable is to calculate all pos-
sible assignments for all variables in ¢ in a truth table. This brute-force method is not
practical for more complex formulas as the number of possible assignments that have
to be checked is 2™ in the worst case, with n being the number of variables in a given
formula. SAT-solvers nowadays use an algorithm called the Davis- Putnam-Loveland-
Logemann algorithm or short DPLL algorithm [DLL62| or rather its improvement
conflict driven clause learning (CDCL). While the algorithm still has to check all 2"
possible assignments in a worst case, it performs very well in practice. The algorithm
requires its input formula to be in conjunctive normal form or CNF, which means
that the formula may only consist of a conjunction of disjunctions.

Definition 2.1.2. A formula ¢ is in conjunctive normal form or CNF if

i J
© has the form o = /\(\/lij) (2.1)
where l;; is the j-th literal in the i-th clause (a disjunction of literals).

Every Boolean formula can be transformed into an equivalent formula in CNF
by applying basic Boolean transformation laws. This may result in an exponential
increase of the size of the formula and may take exponential time. An alternative

lalso known as the Cook-Levin theorem
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procedure is called Tseitin transformation [Tse6§|, in which a formula ¢ is trans-
formed into an equisatisfiable formula 1 in CNF. This means that the new formula
1 is satisfiable if, and only if, the original formula ¢ is satisfiable. This is done by
introducing new variables and can be done in polynomial time. Also, for any satisfi-
able assignment for 1), the respective assignment for ¢ can be easily derived.

The CDCL algorithm can be divided into three main operations which are combined
in a certain way until, either a satisfying assignment for the formula was computed
or the formula is found to be unsatisfiable:

Decision: The algorithm guesses the truth value for an unassigned literal [; according
to some heuristic. Every decision marks a decision level dl.

Boolean constraint propagation (BCP): The algorithm checks if the latest de-
cision entails any other assignments of variables in the formula. This is done by
checking the clauses where all literals evaluate to false, except for one literal /;,
which is unassigned. These clauses are called unit clauses and force the assign-
ment of the literal {;. This is because, for a formula in CNF to be satisfied by
an assignment, all its clauses must evaluate to true. Therefore, as clauses are
disjunctions of literals, at least one literal of each clause must evaluate to true.
This is continued for all literals assigned in this phase. Should the algorithm
at one point detect a conflict, it continues with conflict analysis and otherwise
makes the next decision.

Conflict analysis: If the algorithm detected a conflicting assignment during BCP, it
determines the cause of the conflict by backtracking to the last relevant decision.
It then adds a new conflict clause, which fixes the variable assignment that
caused the conflict to the opposite assignment. The newly added conflict clause
reduces the search space by creating more restrictions on the assignments of
the literals. Should the algorithm at one point determine that the conflicting
assignment was made on decision level zero, then the formula is unsatisfiable,
because the algorithm found a conflict without any literals freely assigned by
itself.

2.2 Satisfiability Modulo Theories

The Satisfiability Modulo Theories Problem (SMT) expands the satisfiability prob-
lem from propositional formulas to formulas over some theory 7. To that end, we
define some basic notations used throughout the thesis. Notice though, that we are
only interested in the quantifier-free fragment of first-order logic, which means that
there are no quantifier-symbols and all variables are implicitly existential-quantified.
Therefore any definitions regarding quantifiers will be omitted.

In the context of SMT, a theory T consists of a domain D and interpretations for
the used function and predicate symbols, mapping all function symbols to functions
f: D™ — D and all predicate symbols to functions P : D™ — {0,1}. As constant
symbols can be viewed as 0-ary functions, they are also mapped to the used domain.

e term: A variable or a constant is a term. Furthermore if ¢4,...,t, are terms,
then f(t1,...,t,) are terms, with f being a n-ary function symbol.

e constraint: If t1,... t, are terms, then P(tq,...,t,) is a constraint, with P € 3
being a n-ary predicate symbol.
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e formula: A formula consists of constraints with Boolean connectives (A, V, —).

The syntax of the terms, constraints and formulas is defined by some abstract gram-
mar. A more detailed definition of theories in the context of SMT can be found in
[BHYMWO09]. Given a first-order logic formula ¢, the goal is to find an assignment
a(z) € D for every variable z in ¢, such that o =7 ¢ (¢ is T -satisfiable).

An SMT-solver normally consists of two separate solvers, a SAT-solver and a
theory solver or T-solver. There are two main approaches to the interaction between
SAT-solver and theory solver. In the first approach, called eager SMT-solving, the
formula is transformed into an equisatisfiable formula in propositional logic and then
solved for satisfiability by a SAT-solver.

The second approach, called lazy SMT-solving switches the order of the operations.
This time the SAT-solver works on an abstraction of the original formula called the
Boolean skeleton. The Boolean skeleton is constructed by encoding every distinct
constraint in the formula into a unique propositional variable. The SAT-solver tries
to compute a satisfying assignment for the Boolean skeleton and, if successful, passes
it to the T-solver. The theory solver receives the set C' of constraints which were
represented by the Boolean variables assigned to true and returns whether C poses
a conflict under the theory 7. Should the theory solver detect a conflict, it returns
an infeasible subset of the given set of constraints. The infeasible subset is the set of
constraints that caused the conflict and serves as an explanation to the SAT-solver
for making changes to the current conflicting assignment. Lazy SMT-solvers can be
divided into two subclasses, depending on when the theory solver is called. In a full-
lazy SMT-solver, the SAT-solver tries to compute a satisfying full assignment for the
Boolean skeleton before calling the theory solver. In a less-lazy SMT-solver (Figure
on the other hand, the theory solver is called upon after every BCP operation.
Either way, the theory solver has to fulfill a number of conditions to work alongside
the SAT-solver effectively:

incrementality: The theory solver may be called upon by the SAT-solver to check
for conflicts under the theory for several assignments for one problem. These
assignments may differ only slightly from one another and therefore the T-solver
should be able to use its prior computations, instead of starting from scratch
every time it is invoked. This is especially important for less-lazy SMT-solving,
where the theory solver is called upon for partial assignments.

backtracking: After the theory solver returns that it found a conflict, the SAT-
solver will backtrack to change the conflicting assignments. The theory solver
should be able to backtrack alongside the SAT-solver, only reverting changes
when necessary.

theory propagation: The theory solver should pass all information it can extract
from the given set of constraints back to the SAT-solver. This includes, but is
not limited to, the infeasible subset.

2.3 SMT-RAT

The framework expanded in this thesis is the SMT Real Arithmetic Toolbox (SMT-
RAT) |CKJT15]. SMT-RAT does not consist of a single solver for SMT, but rather
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Boolean abstraction

SAT-solver

(partial)
assignment

sat/unsat

explanation

constraint set

theory solver

Figure 2.1: Diagram of a less-lazy SMT-solver

a collection of different preprocessors, 7-solvers and a SAT-solver. It uses the C++
library CArL |[KCJ™|, which consists of data structures and functions allowing to
work directly on, for example, constraints and formulas. This allows for a high level
of abstraction when implementing new solvers for SMT-RAT. Its architecture can be
divided into the three following parts:

module: A module m; consists of a single preprocessing or solving method encap-

sulated in a common interface. This interface allows for adding formulas to the
considered set of formulas F' and removing formulas from it. The main function
of the interface calls for the module to check F' for satisfiability and to return
the appropriate answer. Furthermore, the module returns an infeasible subset
of the set of formulas if it was unsatisfiable. The module may invoke another
module m; as its backend. The module m; passes a formula F' to the backend
m; and gets either a model, if F' is satisfiable, or otherwise an infeasible subset
back. Lastly, a module may define additional lemmas, valid formulas, which
allow it to pass additional information to other modules.

strategy: A strategy is a user-defined composition of modules. It allows a user

to define which modules are invoked and under which conditions. Figure 2.2
shows a simple strategy consisting of a module m;, which runs module my as
its backend, if condition c¢; is met and mg, if condition co is met.

manager: The manager coordinates the overall solving of an input formula F'. Should

a module m;, currently solving a formula F; C F', call another module m; as its
backend on a subformula F”’, the manager passes F' to the called module. After
m; reached a result, the manager passes this result back to m;, which uses this
information for solving the formula F'.
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Figure 2.2: Graphic representation of a simple strategy

2.4 Difference Logic

This thesis aims to implement theory solvers for the quantifier-free fragment of dif-
ference logic over reals DL(R) and integers DL(Z). The syntax of difference logic can
be defined as follows:

term : variable — variable
constraint : term < constant

formula : = formula | formula A formula | constraint

The SMT-LIB standard [BEFT16] allows for a larger set of predicates, thus we have
to consider a more general form of constraints x — y < ¢ with e {<, >, <, > =
,#}. Furthermore, the SMT-LIB standard allows for terms containing only a single
variable. Nonetheless, we can focus on constraints of the form = — y < ¢, because
all other constraints allowed by the SMT-LIB standard can be transformed into that
form. The transformations are as follows:

r—y=c<=zrz—y<chx—y>c (2.2)
r—y#c<= ((r—y<cVz—y>c)A-(z—y<cAz—y>c) (2.3)
rT—y>cE=y—xr<—c (2.4)
r—y<c<=zr—y<c—ee=1,if D=7Z;e sufficiently small, if D =R (2.5)

:cgc:>xfz§c,zé0 (2.6)

In the case of DL(Z), strict inequalities are transformed directly by SMT-RAT’s
SAT-solver by applying ¢ = 1. For DL(R) the theory solvers keep an adjust value
a(x) € Z for every variable x. This allows the solvers to use & symbolically during its
computations. This is described in Section

Constraints of the form = < ¢ are transformed into z — z < ¢ by introducing a
fresh variable z that is not part of the considered set of constraints. Any satisfying
assignment is then shifted by —z to ensure z = 0.
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Theorem 2.4.1. Shifting the variable assignments of a model « of a set of difference
constraints C by a constant factor also yields a satisfying assignment.

Proof. Assume a set of difference constraints C' of the form x; —x; < b;;. Furthermore
let o be a model of C, with variable assignments «(z;) for all variables in C.

Then
05(131) — a(xj) S bij (27)
has to hold for all constraints.

(2.8)

Now assume a variable assignment 8 with 8(z;) = a(z;) + d, where d is a value from
the domain. Then

(a(zi) +d) = (afz;) + d) < by
OL(IEi +d*0&(l’j)fd <bij
a(z;) — ofx;) < by

true, because of Eq.

Thus, B is a satisfying assignment for C. O

2.5 The Graph-based Approach

The following basic graph notations and proofs are taken from [CLRS09].

We will use a graph-based approach to check systems of difference constraints in
both theory solvers. To that end, we construct a graph that will represent the system
of difference constraints by creating a vertex for every variable occurring in the given
set of constraints and connect them with directed edges from the vertex representing
the subtrahend to the minuend vertex for every constraint. For an edge (u,v), we will
call u the source and v the target of the edge. Furthermore, an additional vertex is
added, that does not represent a variable from the set of constraints and has outgoing
edges to all other vertices with weight zero. This vertex serves two purposes: First, it
poses as a distinct start node for the Bellman-Ford algorithm and second, it is used
to determine a satisfying assignment, if there exists one.

Definition 2.5.1. Given a set C' of difference constraints of the form x; — x; < by,
over variables xq,...,xy,, the corresponding constraint graph is a weighted, directed
graph G = (V,E) with a weight function w : E — D, where

V= {83U07U17 s 7Un}
and
E = {(vi,vj) : &j — x; < by is a constraint in C} U {(s,v0),(s,01),...,(s,0n)}

with w(v;,v;) = by and w(s,v;) = 0.
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To—x1 <2
r3—a1 < —1
zs—23<0
T — x4 <4

Ty <3

Figure 2.3: Example of a constraint graph

Figure[2:3]shows an example of a simple set of difference constraints represented in
a constraint graph. Notice that the vertices are directly labeled with the names of the
variables, as every vertex represents exactly one variable from the system of difference
constraints. Therefore we may refer to vertices with the names of the variables and
the other way around if the meaning is clear.

To check for the satisfiability of a system of difference constraints with a graph-
based approach, we need a condition that the constraint graph has to fulfill to deter-
mine the satisfiability of said system. This condition is the absence of negative cycles
in the graph.

Definition 2.5.2. A negative cycle vg By By B st Un 3 vg is a path from
a vertex to itself with a negative path weight

n
w(e;) <0 (2.9)

i=0

Theorem 2.5.1. A set of difference constraints C' is unsatisfiable if the corresponding

constraint graph has a negative cycle.

Proof. Assume C is a set of difference constraints and G = (V,E) its constraint graph.
Furthermore let ¢ = (vy,...,v;) be a negative cycle in G. The edges (v;—1,v;), @ =
1,2, ...,k with weight w(v;_1,v;) = b; ;—1 represent the set of constraints x; — x;_1 <
bii—1. The cycle has negative weight, thus

k
Zw(vi_l,vi) < 0 and therefore Z bii—1 <0 (2.10)

i=1 i=1

hold. Since every constraint represented by an edge in the graph must be satisfied,
the sum of the constraints in the negative cycle has to be satisfiable. This leads to

k k k
Zwi - infl < Z bii—1 (2.11)
i=1 i=1 i1

The two sums on the left-hand side are equal because vy = v, and therefore zg = xj
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(every vertex represents exactly one variable).

k
0< > biica (2.12)
i=1
—_———
<0, because of Eq. [2:10]
This is false no matter the chosen values for x;, i = 1,2,...,k and therefore unsatis-
fiable overall. O

To check for negative cycles we use shortest-paths algorithms. A shortest-paths
algorithm is given a weighted, directed graph G and determines the shortest paths
in accordance with the considered subproblem. The Bellman-Ford algorithm finds
shortest paths for a prior determined source vertex to all other vertices and the Floyd-
Warshall algorithm finds shortest paths for all pairs of vertices in the graph. There
are other variations of the problem, but they are of no interest to the implemented
solvers.

Definition 2.5.3. The shortest path weight from u to v is defined as

5(uw) min(w(p) : u~> v), if there exists a path from u to v
u,v) = )
00, otherwise

with w(p) = 3., w(e).

We exploit the fact that shortest-paths algorithms abort if they encounter a neg-
ative cycle. This is because a shortest path from a vertex v to another vertex u that
contains a negative cycle could always be improved by traversing the negative cycle
one more time, thus leading to a path with a weight tending towards negative infinity.

Lemma 2.5.2. Given a weighted, directed graph G, let p = (vg,v1,...,0) be a
shortest path from vertex vy to vertex vy and, for any i and j such that 0 <i < j <k,
let pi; = (Ui, Vi1, - - - ,vj> be the subpath of p from vertex v; to vertex vj. Then p;; is
a shortest path from v; to v;.

Proof. The proof is by contradiction. If any subpath p;; of a shortest path p could
be improved then the path p could be improved. Therefore p would not have been a
shortest path, which poses a contradiction to the initial statement. O

If the theory solver is passed a satisfiable set of difference constraints, SMT-RAT
requires it to return a satisfying assignment. Theorem [2.5.3] shows that this directly
relates to the computed shortest path weights from the start node s to the vertices
of the constraint graph representing the variables.

Theorem 2.5.3. If a constraint graph contains no negative cycle, then the represented
set of difference constraints is satisfiable and the computed shortest path weights form
a satisfiable assignment.

Proof. Assume C'is a set of difference constraints and G = (V,E) its constraint graph.
G contains no negative cycle and thus has shortest paths s - v for all v € V with
weight d(s,v). For any edge (v;,v;) € E with weight w(v;,v;) = b;; representing a
constraint x; — x; < b;; the triangle inequality d(s,v;) < d(s,v;) + w(v;,v;) holds.
Transformation leads to d(s,v;) — 6(s,v;) < w(v;,v;). If we replace each part with the
component from the constraint it represents, we get z; — x; < b;;. Since this is true
for all edges in G all constraints have a satisfying assignment. O
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Bellman-Ford-based Solver

The aforementioned Bellman-Ford algorithm is a single-source shortest-paths algo-
rithm that uses the principle of dynamic programming. This means, that the algo-
rithm recursively solves subproblems of the examined problem, and uses the gained
information to find a solution to the original problem. The Bellman-Ford algorithm
does this by finding shortest paths of increasing lengths in each iteration. This is
possible because, as Lemma [2.5.2] states, all subpaths of a shortest path are again
shortest paths.

Definition 3.0.1. For every vertex v in the constraint graph G = (V,E), we define
a predecessor m[v]. The predecessor is either another vertex or NULL.

To construct the infeasible subset, the solver has to be able to construct a negative
cycle, if one was found. Therefore, we store the direct predecessor on the path for
every vertex. This allows us to construct the path by going from one vertex to its
predecessor until we reach the source node s because, as Lemma [2.5.2] states, all
subpaths of a shortest path are in turn shortest paths. Thus, it is enough to store
a single predecessor for every vertex, as a changed predecessor indicates a better
estimate for the shortest path p, and therefore all other paths with p as a subpath
will be adapted correctly.

Definition 3.0.2. For every vertex v, we keep a shortest-path estimate d(v), which

serves as an upper bound on the weight of the shortest path s <> v, where s is the
start node of the Bellman-Ford algorithm.

The shortest-path estimates are initialized with d(v) = oo for all vertices in the
constraint graph. The Bellman-Ford algorithm iteratively lowers that bound until
d(v) = §(s,v),Yv € V holds or a negative cycle was found. To that end the process
of relaxing edges is used. The RELAX-function (Algorithm [1)) gets an edge (u,v) € E
as its input and checks if the current distance approximation d(v) of the target is
larger than the sum of the edge weight and the distance approximation of the source
w(u,v) + d(u). If that is the case, a path through (u,v) would be an improvement
of the shortest path from s to v. The distance approximation of v is then changed
to d(v) = w(u,w) + d(u) and u is set as the predecessor of v. This means the new
shortest path for v is the same as for u with addition of the relaxed edge (u,v). If an
edge cannot be relaxed any more, it is called stable.
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Should a received formula be satisfiable, a model can be constructed by using the
distance approximation of every vertex as the assignment for its represented variable

(see Theorem [2.5.3)).

function RELAX(u,v)
if d(u) + w(uw) < d(v) then
d(v) + d(u) + w(u,v)
m(v) < u
end if
end function

Algorithm 1: Edge relaxation

The Bellman-Ford algorithm repeats the relaxation ((|V|—1)-|E|)-times to ensure
that the shortest paths are found. The algorithm starts with paths of length one in
the first iteration and checks longer paths in each iteration. This is sufficient because
the shortest paths have to be simple. This means that no vertex can be visited more
than once for each path and thus there cannot be a cycle in a shortest path. It follows
that such a path contains maximal |[V| — 1 edges, else there would be a cycle. If the
sum of the weights in that cycle were positive, RELAX would not have chosen it as part
of the path. A negative-weight cycle, on the other hand, would have been included
in the path by RELAX. In Section [2.5] we chose shortest-paths algorithms especially
for their property to abort upon finding a negative cycle. Bellman-Ford does that by
iterating over all edges one last time and checking if RELAX would find a better path.
If that is the case, Bellman-Ford returns false, because it found a negative cycle.

function BELLMAN-FORD(G,s)
for all v in V do
d(v) + o
7[v] + NULL
end for
n+ |V]|
d(s) <0
fori< 0ton—1do
for all (u,v) in E do
RELAX(u,v)
end for
end for
for all (u,v) in E do
if d(u) + w(u,v) < d(v) then
return False
end if
end for
return True
end function

Algorithm 2: Bellman-Ford

The most serious drawback of using Bellman-Ford to find negative cycles is that it
only checks for negative cycles in the end. Furthermore, it keeps trying to relax edges,
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even when all edges are stable. It therefore always has a complexity of O(|V|- |E|) as
the initialization takes ©(|V]), the |V| — 1 iterations over all edges take O(|E|) each
and the last check for negative cycles takes O(|E|) as well. As the SAT-solver might
only apply minor changes to the passed system of difference constraints, compared
to the last invocation of the theory-solver, an incremental algorithm could reduce the
running time significantly. The first step to achieve that is to ensure that Bellman-
Ford is still sound and complete with an arbitrary set of initial node values, because
the incremental version will use the existing constraint graph and also make use of
the prior computed distance approximations of the vertices, to reduce the number of
relaxations needed to achieve a stable graph if possible. The following two theorems
are taken from [WIGGO5].

Theorem 3.0.1. For a constraint graph representing a set of difference logic con-
straints, Bellman-Ford with arbitrary initial node values assigns suitable distance ap-
proximations, such that every edge satisfies its representing constraint if possible.

Proof. Let G = (V,E) be a constraint graph and (u,v) € E an arbitrary edge with
weight w(u,v) = ¢ representing the constraint  — y < c¢. There are a two different
cases to acknowledge:

Case: RELAX(u,v) does not change d(v)
If the relaxation operation does not change the distance approximation of v, the
inequality d(u) + ¢ < d(v) does not hold and therefore d(u) + ¢ > d(v) holds.

d(u) + ¢ > d(v)
= c¢>d(v)—d(u)

This exactly matches the represented constraint x — y < ¢, as v represents x and
u represents y.

Case: RELAX(u,v) changes d(v)
The proof is done by induction over the number of consecutive relaxed edges k.

Base case k = 1:

After the relaxation operation, d(v) = d(u) + ¢ holds. If we input the distance
approximations into the constraint as values for their respective variables, we
get

d(u) +c—d(u) <c
= c <c
Induction hypothesis:
Suppose the Bellman-Ford algorithm computed correct distance approximations
in n consecutive relaxation operations.

Induction step k =n + 1:

For every relaxed edge (v;,v;41), the predecessor m(v;11) is set to v;. Therefore
a path p = (vy,vs,...,v,) exists in the graph before the (k + 1)-th relaxation.
As every edge (v;—1,v;) in p was relaxed
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d(’l}l) = d('l)ifl) =+ U.)(Uifl,’l]i), V(vi,hvi) eEp (31)

holds. Substituting the equalities along the path yields

n
d(vy,) = +Zw Vi—1,0;) (3.2)
1=2

Next, the edge (v,,v,41) is relaxed, thus

d(vn+1) = d(vn) + w(vy,Vn41)

Substituting d(v,,)

d(vp41) = d(v1) <Zw (vi—1,v;) ) + wW(Vn,Unt1) (3.3)

Inserting into the represented constraint
d(vn+1) - d(vn) < w(vnvvn-i-l)

Substituting d(v,+1) by Eq. and d(v,) by Eq.

d(v1) + <Z w(”z‘—lﬂ%)) + w(vn,vnt1) — d(v1) + Zw(vi—lﬂh‘) < w(Vn,Vnt1)
i=2 i=2

= w(vnvanrl) S w(vnavn+1)
_ 0<0

Therefore the distance approximations assigned by Bellman-Ford form a satisfying
model for the set of difference constraints if there is one. O

Theorem 3.0.2. For the purpose of detecting negative weight cycles, Bellman-Ford
is sound and complete by starting with an arbitrary set of initial node values (instead
of initializing d(v) to co).

Proof. Let G = (V,E) be a constraint graph and the final node value d(v) € D,Vv € V.
Furthermore let ¢ = (vg,v1,...,0k), vo = vr be a negative cycle. For the sake of
contradiction, let us assume, that Bellman-Ford returned true, despite G containing a
negative cycle ¢. Therefore, all edges have to be stable, meaning d(u) +w(u,v) > d(v),
V(u,v) € E holds. Otherwise, the algorithm would have returned false. Furthermore,
because c is a negative cycle

k
Zw vi—1,0;) <0 (3.4)
=1

For all edges in ¢, the aforementioned inequality d(v;—1) + w(v;—1,v;) > d(v;),
t = 1,...,k holds. We can add up these inequalities along the negative cycle c,
leading to the following inequality:
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k

k k
Z d(Ui_l) + Z w(vi_l,vi) > Z d(’Ul) (35)
i=1 i=1 i=1

The two sums over the distances are in fact equal, as both contain the shortest-
path estimates of all vertices in c¢. The first sum adds d(vg) + -+ + d(vg—1) and the
second d(v1) + -+ + d(vg), with vg = vg. Thus, they can be eliminated from the

inequality leaving

’LU(’Ui_l,’Ui) Z 0 (36)
1=1
(S —
<0, because of Eq. @

which poses a contradiction.

3.1 Incremental Negative Cycle Detection

As we have just proven, the Bellman-Ford algorithm is sound and complete for find-
ing negative cycles and gives a satisfying model, if there is one, when initialized with
arbitrary initial node values. The next step is to introduce the incremental algorithm.
We have implemented the incremental negative cycle detection algorithm presented in
[WIGGO5] (see Algorithm [3). Assume that the Bellman-Ford algorithm does not find
a negative cycle. Therefore, all edges in the current constraint graph G = (V,E) have
to be stable, and the theory solver returns satisfiable to the SAT-solver. The SAT-
solver either returns that the system of difference constraints is satisfiable overall and
finishes or gives additional constraints to the theory solver to check. Should Bellman-
Ford now detect a negative cycle in the expanded constraint graph G' = (V' E’), at
least one edge, representing a newly added constraint, has to be part of the cycle. If
no new edge were part of the negative cycle, it would have already been present in
the old graph G and therefore found by Bellman-Ford beforehand. This property is
the main invariant of the incremental algorithm.

Instead of one full call to the Bellman-Ford algorithm, the incremental algorithm
is invoked to check for negative cycles after each newly added edge (v;,v;) and tries to
relax this edge. If the edge was relaxed, the node value for the target v; is changed.
This change is forwarded throughout the graph by relaxing all outgoing edges of the
target (v;,vx) € E. This process is repeated until all edges are stable again or the
newly added edge is reached again. If that happens, (v;,v;) has to be part of a negative
cycle. The proof is similar to Theorem Figure shows an invocation of the
algorithm on a simple graph. The relaxation operations are highlighted in red. After
the case @ in Figure the algorithm would have to relax the edge (x2,x3) again
and aborts, returning that a negative cycle was found. Notice, that the constraint
graph does not contain a start node s. This is because the algorithm is invoked for
every edge when it is added. Therefore, it uses the source of the newly added edge as
the start node for this invocation of the algorithm. Also, the graph does not have to
be connected, as the proof of Theorem [3.0.1| shows, that a correct model is computed
even for single edges. This reduces the size of the constraint graph by |V| edges,
reducing the running time of the theory solver.
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5 (s)y—() -5
2
0
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(a) before adding the new edge

(c) RELAX(23,24), RELAX(23,%1) (d) RELAX(z1,x2)

Figure 3.1: Example of incremental negative cycle checking

1: function DETECTNEGATIVECYCLE(u,v,G)
2: if d(v) > d(u) + w(u,v) then

3: RELAX (u,v)

4: ENQUEUE(v)

5: end if

6: while x = DEQUEUE do

7 for all (z,y) € E do > sequenced with priority queue
8: if d(y) > d(z) + w(z,y) then

9: if x == u AND y == v then
10: return True

11: else

12: RELAX(z,y)

13: ENQUEUE(y)

14: end if

15: end if

16: end for

17: end while

18: return False

19: end function

Algorithm 3: The incremental negative cycle detection algorithm

In line of Algorithm |3} the outgoing edges of the currently considered vertex
x are ordered in a priority queue. For every edge (z,y), the corresponding priority is
computed as p(z,y) = d(y) — (d(z) + w(z,y)). A higher priority represents a larger
negative change to the distance value of y when the edge (z,y) is relaxed. By relaxing
these edges first, the algorithm generally finds a negative cycle with fewer checks
compared to simply checking them in the order they are stored. The resulting running
time of the incremental negative cycle detection algorithm is in O(|V|log |V |+ |E|)
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for every checked constraint.

We were able to improve the performance of the algorithm by adding an option
for the theory solver to enforce a directed simple graph, which is a graph G’ = (V' E’)
without parallel edges, by only adding the edge with the lowest weight e;; for every
pair of vertices v;,v;. The other parallel edges are stored as a set of alternatives
for each edge. When an edge is removed, the best alternative replaces it. Theorem
[B:I.1] shows the correctness of this method in the context of shortest-paths prob-
lems. This reduces the running time of the algorithm from O(|V|log|V| + |E|) to
O(|V|log |V |+ |E’|). Depending on the structure of the examined problem, E’ may
be significantly smaller than FE.

Theorem 3.1.1. When searching for shortest paths in a graph G = (V,E) with
parallel edges, it is enough to search through a simple graph G' = (V' E'), V' =
V, E' C E, with E' only containing the edge with the smallest weight for every set of
parallel edges.

Proof. Let G = (V,E) be a graph with parallel edges and let E;; denote the set of
parallel edges between two vertices v;,v; € V. Assume that the shortest path p from
v; to v; only contains a single edge e;;r € E;;. When p is a shortest path, then
w(eijr) = ming, e p,; w(eij) must hold and because of Lemma it must hold for
paths of arbitrary length.

For DL(R) the solver has to be able to work with strict inequalities. This is done
by using an adjust value. For every vertex in the graph, and thus for every vari-
able in the set of constraints, an adjust value a(v) € Z,v € V is kept. Every time
an edge (u,v) € E is relaxed, the adjust value is changed to a(v) = a(u) + a(u,v),
where a(u,v) = 1, if the constraint represented by the edge has the relation ">" and
a(u,v) = —1, if the relation is "<". For all other relations the adjust value of the edge

is a(u,v) = 0. When returning a model for the current system of difference constraints,
+ a(vi)
##strict constraints+1°

every variable z; represented by a vertex v; is assigned x; = d(v;)

3.2 Conflict Resolution and Backtracking

After finding a negative cycle in the graph, it is no longer stable after exiting the
algorithm. This violates the invariant mentioned at the beginning of the last section.
Thus, the algorithm records all changes made during its current invocation by storing
the distances of vertices before they are changed for the first time. Upon finding
a negative cycle, all changes are reverted. The theory solver then removes the last
added edge e from the graph, restoring it to a stable state, and schedules the edge
to be added again. The predecessors are not restored, as they are used afterwards to
determine the infeasible subset. This poses no problem because the predecessors are
only used to reconstruct a negative cycle in the graph. When the algorithm finds a
negative cycle, it traversed all its edges beforehand and therefore assigned appropriate
predecessors.

Should the preceding module not determine unsatisfiability for the complete for-
mula, the theory solver is tasked to remove a subset C’ of its currently considered set
of constraints C. This is done by simply removing the corresponding edges from the
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graph or, if the constraints were not added to the graph, by removing the constraints
from the set of scheduled constraints. The distances of the vertices are not reverted
to the values before the constraints in C’ were added. This is possible because every
constraint imposes bounds on the values of its variables, and by removing constraints,
these bounds are loosened. A satisfying assignment for C' must therefore also satisfy
the set of constraints C'\ C’.



Chapter 4

Floyd-Warshall-based Solver

The incremental algorithm described in the previous chapter has a running time that
scales with both the number of edges and the number of vertices in the constraint
graph. This directly relates to the number of constraints and variables in the system
of difference constraints. Another well-known shortest-paths algorithm is the Floyd-
Warshall algorithm, which solves the all-pairs shortest-paths problem. Its running
time scales only with the number of vertices in the graph with a running time in
O(|V[3). Thus, for problems resulting in a highly dense constraint graph, it might
prove advantageous to use this algorithm instead. A simple graph G = (V,E) is
called dense when the number of its edges approaches the maximum number of possi-
ble edges. A simple graph contains the maximum number of edges when every vertex
is connected to every other vertex by an edge. Therefore it may only contain a max-
imum of |V|- (V| — 1) edges. There is no similar definition for a graph with parallel
edges because a graph G = (V,E) with only two vertices u,v € V may already contain
an infinite number of parallel edges (u,v) € E.

The basic idea of the Floyd-Warshall algorithm is to check for every possible path

from a vertex ¢ to another vertex j in the constraint graph if traversing a third vertex
k along the path leads to a better estimation of the shortest-path weight. The shortest
path i & j is then changed to the concatenation of the two shortest paths i %4 k and
kR j. This is repeated for every vertex k and every path ¢ R4 J-
The algorithm uses a matrix with dimensions |V| x |V, called the distance matriz
D, which is initialized with a distance of infinity for all pairs of vertices without an
edge in the graph and the edge weight for those connected by an edge. Furthermore,
the diagonal of the matrix contains the paths from any vertex i to itself. These are
initialized with a distance of zero.

w(i,j) (ij) € E
d[l,j] =\ a(iaj) ¢ E
0 =7

d[i,j] is the entry in the i-th row and j-th column of D

Every time an improvement of a possible path is found, the distance value in the
matrix is updated. In the end, the matrix contains all shortest paths in the graph
with the entry in the i-th row and j-th column denoting the shortest-path weight
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of the path i & j. This allows us to construct a model for a satisfying formula by
using the shortest-path weights from s to all other vertices as the assignment for the
represented variables in accordance to Theorem This is done by iterating over
the row for s in the distance matrix. A negative cycle is found if an entry on the di-
agonal of the matrix is set to a negative value, as this would indicate a shortest path
with negative weight from the vertex to itself. The algorithm is shown in Algorithm [4]

This would be enough to determine the satisfiability of a formula and, if satisfiable,
a model. As SMT-RAT implements a lazy SMT-solver, it also requires the theory
solver to return an infeasible subset if the passed formula was unsatisfiable. Therefore,
the solver has to be able to reconstruct the negative cycle. To achieve this, a second
matrix is implemented, called the path matriz P, which is initialized to

. )i () EE
pli] = {J_ ,else

where pl[i,j] is the entry in the i-th row and j-th column of P

If a path 4 L J is improved by traversing the vertex k, the entry in the path matrix
is updated to pl[i,j] = k. This allows us to reconstruct the shortest-path tree for any
path by recursively going through the entries in the path matrix and decomposing
the path into its single edges in a similar fashion, as they were built. For example, if
for a vertex ¢, there was an entry in the path matrix p[i,i] = j, then the path from
1 to itself could be decomposed into the path from 4 to j and the path from j to .
This is repeated recursively until the paths are composed of only singular edges (see
Algorithm . An example for that is shown in Figure

1: function FLOYD-WARSHALL(D,P,G)

2 INITIALIZEMATRIX (D, P,G)

3 for k< 1to |V| do

4 for i < 1 to |V] do

5: for j < 1 to |V]| do

6 if d[i,j] > d[i,k] + d[k,j] then
7 d[i,j] < dli,k] + d[k.j]

8
9

pli.j] « k

: end if
10: if d[i,i] < 0 then
11: return False
12: end if
13: end for
14: end for
15: end for
16: return True

17: end function

Algorithm 4: Floyd-Warshall
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(a) after initialization

S X T2 I3 T4 T X X2 T3 T4
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(b) after check for k =1
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To |00 00 0 1 o | L 1L 1 =z L
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(c) after check for k = 2, found negative cycle through z3

3,23
3,2 x2,T3
x3,T1 T1,T2

(d) reconstruction of the negative cycle zs — x1 — T2 — w3

Figure 4.1: Example of the Floyd-Warshall algorithm with path reconstruction
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1: function RECONSTRUCTPATH(i,j, P)
2 if p[i,j] = j then

3 ADDTOINFEASABLESUBSET(Z,5)
4 else

5: RECONSTRUCTPATH(7,p[i,],P)
6 RECONSTRUCTPATH(pli,5],7,P)
7 end if

8: end function

Algorithm 5: Reconstruction of a shortest path

4.1 Incremental Floyd-Warshall

Again an incremental version of the algorithm would be advantageous, as often only
minor changes are made to the constraint graph between theory calls. To achieve
this, we developed an incremental version of the Floyd-Warshall algorithm based on
[RHK15] and [HRK17]. The basic idea is that instead of checking for every vertex in
the graph if traversing it would lead to an improvement for any path, the incremental
algorithm checks if a newly added edge leads to an improvement of the shortest-path
estimate. Thus, the algorithm is called for every edge that is added to the graph,
instead of once at the end. The core comparison of the Floyd-Warshall algorithm to
decide whether traversing a vertex k would lead to an improvement for the path 4 L J
is d[i,j] > d[i,k] + d[k,j]. The incremental algorithm performs a similar comparison
dfi,j] > d[i,s] + w(s,t) + d[t,j]. It checks if using the shortest path from the vertex i
to the source of the new edge s, plus traversing the new edge (s,t) with weight w(s,t)
and going from the target of the edge t to j leads to a better estimate of the shortest-
path weight. This is repeated for all possible paths 4 L 7, t,5 € V. This changes
the running time of the algorithm to (’)(|V|2) for every newly added edge because
the outermost loop is removed. The non-incremental Floyd-Warshall algorithm has a
time complexity of O(|V|*) for computing the shortest paths for the whole graph. In
practice often only a small subset of the set of constraints is changed and therefore, the
incremental algorithm performs better. Given that not all constraints are exchanged
for every call to the theory solver, the incremental algorithm should perform better.
The incremental Floyd-Warshall algorithm uses the same data structures as the non-
incremental version. A distance matrix is kept, recording the current distances of
the paths in the graph and a path matrix to reconstruct any negative cycles. The
initialization procedure has to be changed to accommodate for new edges after a
previous check. Instead of initializing the complete distance matrix at once, it is
initialized as a 1 x 1-matrix, only containing the start node s. The same goes for
the path matrix. Every time an edge is added, it is checked whether the source and
target vertex are already part of the graph. Should that not be the case, then a
row and a column are added for the missing vertices to both matrices and initialized
with infinity. Then the distance matrix is checked whether the weight of the new
edge is smaller than the current entry in the distance matrix. If that is the case,
the corresponding entry is updated, and the incremental Floyd-Warshall algorithm is
executed for that edge. Furthermore, the entry in the path matrix is set to the target
of the new edge. If the entry in the distance matrix is smaller than the weight of the
new edge, there already exists a path in the graph with a smaller weight. This means
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that the new edge would not be part of the shortest path between the two vertices
it connects. Thus, it would not be part of any shortest path (Lemma in the
graph, and the algorithm does not have to be executed, as no changes were made to
the matrices.

1: function ADDEDGE(G,D,P,i,j)

2: if i ¢ V then

3: ADDTOMATRIX(D,i) > add row and column, initialize with infinity
4: dlii] + 0

5: ADDTOMATRIX(P,i)

6: end if

7: if j ¢ V then

8: ADDTOMATRIX(D,j)

9: d[j,j] 0
10: ADDTOMATRIX(P,j)
11: end if

12: if d[i,j] > w(i,j) then

13: d[i,j] < w(i,j)
14: p[ivj] —J
15: INCREMENTALFLOYDWARSHALL(D, P,i,j,w(,5),G)
16: end if

17: end function

Algorithm 6: Add an edge to the graph

The satisfying model is obtained the same way as for the non-incremental Floyd-
Warshall algorithm, but reconstructing the negative cycle requires some extra care.
The non-incremental algorithm stops as soon as an entry on the diagonal of the dis-
tance matrix is set to a negative value. The negative cycle can then be reconstructed
from the path matrix. When the incremental algorithm detects a negative cycle, it
may have found it before the path matrix was changed appropriately, thus leading to
an incomplete reconstruction of the negative cycle. This problem does not arise with
the non-incremental algorithm, as all edges are present from the beginning. To avoid
this problem, the diagonal of the distance matrix is checked before any changes are
made to the matrix. If adding a new edge (vs,v¢) would lead to the presence of a neg-
ative cycle, then all other edges of the negative cycle have to be present beforehand.
For any vertex, that is part of the negative cycle, the entry on the diagonal of the
distance matrix would be set to a negative value. Therefore it is enough to check the
entries on the diagonal at the beginning of the algorithm. If an entry d[v;,v;] would
be set to a negative value, the negative cycle can be obtained by reconstructing the
paths v; 5 vy and v 24 v; in addition with the new edge (vs,v). This is shown in

Figures [£.2] and [£.3]
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a r1T X2 T T2

0 zy [0 0 | L 9
o |00 0 1 L
(a) after checking (z1,z2)
T Tg X3 X1 T2 T3
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(c) found negative cycle after checking (z2,z3)

T1,T1

RN

4 1,73 x3,21

(d) edge x2 — x3 not yet in the path matrix

X1,T1
x1,T9 3,71
T2,T3

(e) solution: split path reconstruction around new edge

Figure 4.2: Example for failing to reconstruct a negative cycle
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(¢) negative cycle found after check for k = 2

3,73
xr3,T2 Z2,23
T3,2L1 T1,22

Figure 4.3: The non-incremental Floyd-Warshall can reconstruct the cycle

Theorem 4.1.1. Ezecuting the incremental Floyd- Warshall algorithm for every newly
added edge is a sound and complete procedure for finding shortest paths in a graph.

Proof. Let Gy = (Vi,E)) be the constraint graph present in the k-th invocation of the
algorithm. The incremental Floyd-Warshall algorithm is executed after each added
edge, thus |Ey| = k. Furthermore, let e, € Ej be the last edge added before the k-th

execution of the algorithm. The proof of correctness is done by induction over the
number of edges in Gy.

Base case k = 1:

The constraint graph Gy = (V1,E;) contains only two vertices vy,v2 € V; and the
edge e; = (v1,v2) connecting them. When e; was added to the graph, d[v,,vs] was
set to w(vi,vz). This is already the correct shortest path.

Induction hypothesis:

Suppose the incremental Floyd-Warshall algorithm computed a correct distance ma-
trix for a graph G,, with |E,| = n.
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1: function INCREMENTALFLOYD-WARSHALL(D,P,s,t,w(s,t),G)
2 for i + 1 to |V]| do

3 if d[i,1] > d[i,s] + w(s,t) + d[t,i] then

4: RECONSTRUCTPATH (7,5, P)

5: RECONSTRUCTPATH(t,i,P)

6 ADDTOINFEASABLESUBSET(s,t)

7 return False

8
9

end if

: end for
10: for i < 1 to |V] do
11: for j «+ 1to|V]| do
12: if d[i,j] > d[i,s] +w(s,t) + d[t,j] then
13: d[i,j] < di,s] + w(s,t) + d[t,j]
14: if j =t AND i # s then
15: plijl = s
16: else
17: p[l,j] =t
18: end if
19: end if
20: end for
21: end for
22: return True

23: end function

Algorithm 7: Incremental Floyd-Warshall

Induction step k =n + 1:

For every pair of vertices v;,v;, the shortest paths, that were computed in the prior
invocations of the algorithm, are a combination of edges from the set of edges F,,, or
there is no path v; 24 v;. Anew edge e, 41 € E, 41 is added afterwards. The algorithm
is then executed again, and for all pairs of vertices, it is checked, if traversing e, 11
as an intermediate edge yields an improvement. If a change was made to a shortest
path p; ;, the new path can be decomposed into p;x + (vg,v;) +pij, where (vg,vp) is the
new edge e,41. The paths p;, and p;; both consist of an arbitrary number of edges
from the set E,. These subpaths were either computed during a prior invocation of
the algorithm or directly represent edges in the graph. Otherwise, their entries in the
distance matrix would still be set to the initial infinite value and no change would have
been made. If no change was made, the inequality d[i,7] > d[i,k] +w(k,l) + d[k,j] does
not hold, either because a path over the new edge e, +1 would yield no improvement
or because there is no such path in the graph. O

4.2 Backtracking

Suppose the theory solver is tasked with removing the constraint z; — z; < ¢ from
its system of considered constraints. In contrast to the incremental Bellman-Ford
algorithm, which could remove the respective edge from the graph directly, the in-
cremental Floyd-Warshall algorithm has to restore a previous state completely. The
reason is that the Floyd-Warshall algorithm uses the distance matrix not only to store
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the computed shortest-path weights but also to determine if a path from a vertex to
another exists at all. Therefore setting the entry d[v;,v;] in the distance matrix to
infinity would not only indicate that there is no direct edge from v; to v; in the graph
but no path at all. The naive solution would be to reconstruct the distance matrix
from the graph after the edge has been removed. This would result in an enormous
overhead because all prior computations made by the algorithm would be lost and
therefore had to be done again. The result would be, that after every series of remov-
ing operations, the theory solver practically would have to run the non-incremental
Floyd-Warshall algorithm on the whole graph. In the worst case, only a single entry
was changed in the distance matrix, but all other entries would have to be recom-
puted nonetheless. This would result in a solver that is only incremental for adding
new constraints and non-incremental once after every call to remove a subset of its
constraints.

Instead, chronological backtracking can be achieved by keeping records on all changes
made to the matrix in combination with the responsible formulas. This allows the
solver to backtrack to the point before a certain formula was added, only reverting
the changes made afterwards. To that end, the solver keeps a history stack H of
history elements H;. Every history element H; is made up of a set of constraints F;
and a stack of changes C;. A change is of a tuple ¢;; = (k,l,d[k,l]¢,p[k,l]°) consisting
of the row and column of the entry that was changed, as well as the content of the
distance matrix and path matrix before the change. Instead, every history element
could store a copy of the whole matrix and simply copy it back when needed. In
practice, reapplying changes made to the matrix one after another has proven to be
faster, despite the overhead of keeping track of all made changes. In an extreme case,
the theory solver would have to store the whole matrix in the history stack for a single
additionally added constraint, that may not cause any changes to the matrix at all.
When the solver is tasked with removing a constraint ¢, the corresponding edge is
removed from the graph, and the top element H; of the history stack H is examined.
All constraints from the set F; are removed from the graph, and all changes stored
in Cy are reverted. H; is then removed from the stack. This is repeated until ¢ € F;
holds, in which case the solver stops after removing the currently checked history
element H;. Instead of storing a set of constraints, we could have a history element
for every single constraint, which would allow the solver to avoid backtracking too far.
This poses a trade-off between storing fewer data structures in the history stack and
backtracking more exactly. In practice storing a set of constraints for every history
element has proven to be more efficient.
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1: function RESTOREHISTORY (D,P,G,H, f)
2 found + False
3 while size(H) > 0 AND —found do
4 H; = (Ft,Ct) < POP(H)
5: for all g in F; do
6: REMOVEEDGE(g)
7 if g == f then
8 found < True
9: else
10: SCHEDULETOADD(g)
11: end if
12: end for
13: while s1ze(C;) > 0 do
14: c= (i,j,d[i,j]c,p[i,j}c) — POP(Ct>
15: dfi,j] + d[i.j]°
16: p[%]] — p[’L?]]C
17: end while
18: end while

19: end function

Algorithm 8: Restore the state before the formula was added
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Preprocessing

In the context of SMT-solving, preprocessing describes a series of methods and algo-
rithms that transform a formula ¢ into an equisatisfiable formula ¢’. The goal is to
simplify the original formula, such that the following SAT-solver and 7T -solver may
find a solution faster. A simple preprocessing was implemented, that splits equalities
and disequalities as described in Section by iterating over the input formula once.
Additionally, the preprocessing module has an option to record the number of unique
constraints and the number of non-Boolean variables to determine the expected den-
sity of the resulting constraint graph. The preprocessing module can then manually
select which of the two implemented theory solvers to use. This is useful because
SMT-RAT provides no equivalent condition for its strategies.

It was noticed, however, that in practice there are many cases were the theory
solver is only called on a small subset of constraints from the input formula. Given
that some of the problems, the solver was tested on, contain more than two million
constraints, iterating over the whole formula may introduce a significant overhead.
Therefore a second module was implemented, that splits the constraints after the
SAT-solver and thus avoids unnecessary splitting of constraints. The procedure is as
follows:

e Iterate over the received set of constraints and find all equalities and disequali-
ties.

e For every disequality x — y # ¢, that was not already checked, add the lemma
r—y#c = (zr—y<cVez—y>c)A-(z—y<cAhz—y>c).

e If a new lemma was added or the set of constraints contains a disequality without
at least one constraint from its lemma, return the answer unknown.

e Split any equality x — y = ¢ into two constraints z —y < cand y —z < —c.

Splitting constraints this way takes more time per constraint than splitting in the
preprocessor. This is because the module has to keep track of all already split dise-
qualities, and the SAT-solver has to process the passed lemmas. Depending on the
problem, the total number of splits is reduced enough to provide an improved running
time, nonetheless.
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SMT-RAT already includes a number of preprocessing modules. Two of them
were selected to compare their influence on the performance of SMT-RAT on differ-
ence logic formulas. The other preprocessing modules were excluded because their
simplifications did not apply to difference logic or yielded no improvement for any
benchmark. The first preprocessing module uses the method of symmetry break-
ing in the spirit of [DFMWP11], which consists of excluding subformulas that are
only permutations of other subformulas. The second preprocessing module checks for
top-level equality constraints and substitutes the respective variables in the complete
formula.
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Experimental Results

The newly implemented solvers were tested against SMT-RAT’s existing simplex
solver for linear arithmetic, which is also able to solve difference logic problems.
Notice, that both implemented solvers split equalities and disequalities before the
SAT-solver if not explicitly stated otherwise. Furthermore, we compared the perfor-
mance of the simplex solver against Z3, a state-of-the-art solver that has performed
well in prior SMT-competitions, to provide a baseline on the current performance of
SMT-RAT. All solvers were tested on the following set of benchmarks:

e 255 problems from the QF_RDL set of benchmarks
e 1732 problems from the QF_IDL set of benchmarks
e 325 DFT problems

e 325 incremental DFT problems

The QF_RDL and QF_IDL set of benchmarks are provided by SMT-LIB [BFT16].
The asp benchmark suite from the QF_IDL set of benchmarks had to be excluded,
because of an issue with the SAT-solver that could not be solved in time. All bench-
marks were run on an AMD Opteron 6172 with a memory limit of 4GB and a timeout
of six minutes using SMT-RAT’s benchmax tool. All times are given in milliseconds,
if not stated otherwise.

The results show that Z3 performs better than the simplex solver on nearly all
benchmarks by a wide margin. Especially noticeable is the amount of problems that
Z3 solves in a trivial amount of time, that cause the simplex solver to time out after six
minutes. While the Bellman-Ford solver performs better than the simplex solver on
all tested sets of benchmarks, especially for longer runtimes, it is still outperformed by
Z3. The Floyd-Warshall solver performs worse than the Bellman-Ford solver on nearly
all benchmarks, with the exception of a few select benchmarks from QF_IDL and the
incremental DFT problems. On the one hand, this is caused by the fact, that Floyd-
Warshall performs bad on problems containing a lot of variables, being implemented
as a specialised solver for problems resulting in a dense constraint graph. On the
other hand, Floyd-Warshall currently only supports chronological backtracking, which
causes a significant overhead, depending on the problem. The Floyd-Warshall solver
performs worse than the simplex solver on the non-incremental DFT problems and
especially on QF_RDL, for the same reasons.
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Figure 6.1: Performance comparison of the used solvers. The performance compar-
isons for the individual benchmark sets can be found in the appendix.
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Benchmark Set  Solver Runtime SAT UNSAT Solved
Bellman-Ford 96m14.809s 75 81 61.18%

QF RDL Floyd-Warshall ~ 75mb8.211s 59 49 42.35%

- Simplex 101m10.654s 71 55 49.41%

73 68mb2.274s 100 108 81.57%

Bellman-Ford 503mb50.627s 439 487 54.53%

QF IDL Floyd-Warshall 494m46.815s 410 453 50.82%

- Simplex 428m45.952s 313 432 43.88%

73 321m37.227s 899 597 88.10%

Bellman-Ford 1mb58.403s 10 315 100.00%

DEFT Floyd-Warshall 3m23.833s 10 315 100.00%
Simplex 3m1.476s 10 315 100.00%

73 0m27.128s 10 315 100.00%

Bellman-Ford 60m27.955s 11 115 38.77%

. tal DFT Floyd-Warshall 67m19.48s 13 112 38.46%
mneremnenta Simplex 47Tm48.091s 6 91 29.85%
73 72m36.073s 0 169 52.00%

Table 6.1: Running times of the tested solvers. The complete tables can be found

the appendix.
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Figure 6.2: Performance comparison of the two strategies to either split constraints
before the SAT-solver or afterwards, as well as, a comparison of the simplex solver
against the best achieved times of both strategies.
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Even though the implemented solvers generally improve the performance of SMT-
RAT on difference logic problems, there are a significant number of benchmarks from
QF_IDL where they perform worse than the simplex solver. Most of these bench-
marks stem from Averest, RTCL and post_office, which is part of the mathsat
suite. Figure shows that for these sets of benchmarks a large percentage of the
running time is spent on splitting equalities and disequalities, up to 99% for RTCL.
Furthermore, it shows a correlation between the percentage of unique constraints in
the formula and the percentage of time spent splitting constraints (see also Table
6.2). This can be explained by the fact that the solver splits every occurrence of
every equality and disequality in the input formula. This may cause the solver to
split the same constraints multiple times, especially if only a small percentage of the
constraints in the input formula are unique. We can avoid this overhead by splitting
the constraints after the SAT-solver as described in the previous chapter. Figure
6.2(a)| shows a comparison between splitting constraints before and after the SAT-
solver using the Bellman-Ford solver on QF_IDL. While splitting constraints before
the SAT-solver performs better overall, there are a significant number of benchmarks
where splitting afterwards provides an improved running time. The general increase
in running time for a lot of benchmarks, when splitting after the SAT-solver is caused
by a number of factors. First, the solver has to keep track of all disequalities that
were already passed in a prior call by the SAT-solver to determine whether a lemma
has to be passed back or not. Second, the SAT-solver has to process any lemmas and
adjust its passed set of constraints accordingly. This is shown in Figure where
the amount of time spent in the SAT-solver increases drastically compared to the
time spent in the theory solver as was seen in Figure Third, by splitting the
constraints beforehand, the SAT-solver may determine an answer faster, given that
the resulting constraints are already part of other subformulas.

Benchmark Suite Avg # Constr. % unique Constr. % Equalities % Disequalities

Averest 271,770 0.38% 0.60% 0.00%

cellar 12,280 12.68% 1.35% 0.00%
diamonds 390 43.56% 0.00% 0.00%
DTP 840 42.06% 0.00% 0.00%
job__shop 9,040 56.80% 0.00% 13.60%
fischer 7,530 3.59% 15.47% 12.15%

post_ office 6,300 1.47% 22.89% 4.59%
parity 111,290 50.00% 0.00% 0.00%
planning 6,030 14.80% 26.36% 0.00%
qlock 19,630 12.06% 30.98% 0.11%
queens_bench 18,960 18.36% 0.00% 32.97%
RTCL 2,379,070 <0.01% 13.39% 13.74%

sal 990 17.98% 28.24% 0.00%
schedulingI DL, 14,710 48.58% 0.00% 0.00%
sep 450 28.05% 13.21% 0.00%

Table 6.2: Average number of constraints and the percentages of unique constraints,
as well as, equalities and disequalities for QF_IDL
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Another thing to note is that both graph-based solvers perform much better than

the simplex solver on the incremental DFT problems compared to the non-incremental
problems, even though the encoding and general structure of the problems stay the
same. Furthermore, notice that both implemented solvers, as well as the simplex
solver, return wrong answers for some of the incremental DFT problems (Table .
This is caused by the benchmax tool because when executed directly on the incre-
mental DFT problems, all solvers return the correct intermediate and final results.
Therefore, the achieved runtimes should still provide correct information on the per-
formance of the solvers.
As mentioned in the last chapter, SMT-RAT already comes with a number of imple-
mented preprocessing modules. Figure [6.4] shows a performance comparison of the
Bellman-Ford solver with additional preprocessing in the form of symmetry breaking
and equality substitution and without. While using additional preprocessing gener-
ally increases the running time on the QF_RDL and non-incremental DFT problems,
it proves to be beneficial for a large number of benchmarks from the other two sets.
Finally, Figure [6.5] shows that the percentage of the total running time spent with
solving SMT differs greatly between the benchmark suites from SMT-LIB, making up
less than one percent for post_office.
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Conclusion

The goal of this thesis was to expand the SMT-RAT framework with two distinguished
theory solvers for difference logic, thus improving SMT-RAT’s performance on these
problems.

7.1 Summary

We began by describing the general approach to SAT and its expansion SMT, followed
by a presentation of the theory of difference logic. We continued by describing how
a set of difference constraints can be represented as a graph, followed by some basic
definitions on shortest-paths problems.

In Chapter [3] we described the Bellman-Ford algorithm and its application in the
context of SMT-solving. We then introduced the implemented incremental algorithm
taken from [WIGGOS] by detailing the changes made from the Bellman-Ford algo-
rithm as well as the needed conflict resolution and backtracking procedures. In the
next chapter, we introduced the Floyd-Warshall algorithm as a specialised shortest-
paths algorithm for problems resulting in dense constraint graphs, followed by its
incremental version based on [RHK15| and [HRK17].

Following the implementation of both theory solvers, we described two implemen-
tations of the necessary procedure of splitting the equalities and disequalities in the
input formula, detailing their respective advantages and disadvantages.

Finally, we compared the newly implemented solvers against the prior existing
simplex solver and the state-of-the-art Z3 solver. Based on the obtained results, we
examined the percentage of the total running time spent in the different modules
for the difference logic solver using the incremental Bellman-Ford algorithm, and
compared the influence of both implemented splitting procedures on the performance.

7.2 Discussion and Future Work

The experimental results show that the newly implemented solvers provide a substan-
tial improvement to SMT-RAT’s performance on difference logic formulas. However,
73 still vastly outperforms SMT-RAT, especially for the QF _TIDL set of benchmarks.
The more detailed analysis of SMT-RAT’s running time on QF_IDL revealed that
for a large number of benchmarks only a small percentage of the total running time
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is spent in the theory solver. For these benchmarks, the majority of the running
time is spent in the SAT-solver and in the constraint-splitting module. Moving the
splitting operations behind the SAT-solver improved the performance on some of the
benchmarks, even though the overall running time increased. A solution for that,
would be to include the splitting of equalities and disequalities as an extra setting
into the SAT-solver, and therefore removing the need to perform a large number of
back-and-forth calls between the SAT-solver and the splitting module.

The amount of time spent in the SAT-solver can be reduced by providing additional
information through advanced theory propagation. Currently both implemented the-
ory solvers do not try to derive any additional information from their computations,
returning only a model or infeasible subset when called. The returned infeasible subset
is not necessarily minimal because the algorithms do not return the shortest negative
cycle but the cycle with the highest negative weight. The solvers could use the last
added edge as a starting point for a search for additional negative cycles, with the
length of the originally found cycle serving as an upper bound. A naive version of
this procedure using a breadth-first search was included temporarily in the Bellman-
Ford solver but it caused a large overhead in both time and space. However, with
further development, this procedure could improve the performance of SMT-RAT on
difference logic problems.

Furthermore, the experimental results show that SMT-RAT’s existing preprocess-
ing modules already improve the running time for a large number of benchmarks.
Specialized preprocessing procedures could provide further improvements to the per-
formance of SMT-RAT on difference logic formulas.

Finally, the results show that for a considerable number of benchmarks, a large
percentage of SMT-RAT’s running time is not spent with SMT-solving. While this
overhead is likely caused by SMT-RAT’s parser, further analysis is needed to deter-
mine the exact cause.

In any case, the newly implemented solvers should provide a solid basis for further
development.
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Appendix A

Runtimes

A.1 QF RDL
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Figure A.1: Runtime comparison for QF_RDL
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Solver Benchmarks Runtime SAT UNSAT Solved
SMT-Temporal-Planning 5m41.616s 43 0 84.31%
check 0m0.054s 1 1 100.00%
sal 33mbH3.224s 0 50 83.33%
Bellman-Ford  scheduling 46m59.025s 31 26 53.77%
skdmxa 0m24.934s 0 1 25.00%
skdmxa2 9m15.956s 0 3 9.38%
total 96m14.809s 75 81 61.18%
SMT-Temporal-Planning 5mb0.199s 42 0 82.35%
check 0m0.056s 1 1 100.00%
sal 18m6.46s 0 30 50.00%
Floyd-Warshall scheduling 52m1.496s 16 18 32.08%
skdmxa 0m0.0s 0 0 0.00%
skdmxa2 0m0.0s 0 0 0.00%
total 75m58.211s 59 49 42.35%
SMT-Temporal-Planning 11m16.264s 43 0 84.31%
check 0m0.051s 1 1 100.00%
sal 34m?21.282s 0 30 50.00%
Simplex scheduling 49m12.33s 27 21 45.28%
skdmxa 2m46.0s 0 1 25.00%
skdmxa2 3m34.727s 0 2 6.25%
total 101m10.654s 71 55 49.41%
SMT-Temporal-Planning 2m21.387s 47 0 92.16%
check 0m0.058s 1 1 100.00%
sal 15m39.961s 0 59 98.33%
73 scheduling 23m40.351s 36 28 60.38%
skdmxa 3mb58.355s 0 4 100.00%
skdmxa2 23m12.162s 16 16 100.00%
total 68m52.274s 100 108 81.57%

Table A.1: QF_RDL



52 Appendiz A. Runtimes

A2 QF IDL
[ XXX [
100000 100000 X e
B B AR
L = L gx
10000 & 5 10000 x
B R B
3 " = B o e
1000 | g 1000} x 5 X
B 3 g x 2R
B M B X 5k
100 | 100 | R
F F X
10 24 H\H>\<\>\<H\ RN RTRETTR, 107 Y T T S A 1 A
10 100 1000 10000 100000 10 100 1000 10000 100000
Simplex Simplex
(a) Z3 vs. simplex (b) Simplex vs. Bellman-Ford
[ x L x x
100000 |- L x ool 100000 |
F x % E x
= I F K, g . ¥ o
Qm 10000 E 5 10000 E FX
g F %(x LE F x X e
= i o 5 L
s 10000 x X, | & 1000 SRR
F x « T) - % X X X
Eo - ¢ x ><>><< /M - XXX
100 © X 100 |- )
107 R T T 107 Y T T S A 1 A
10 100 1000 10000 100000 10 100 1000 10000 100000
Simplex Floyd-Warshall
(c¢) Simplex vs. Floyd-Warshall (d) Floyd-Warshall vs. Bellman-Ford

Figure A.2: Runtime comparison for QF_IDL
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53

Solver Benchmarks Runtime SAT UNSAT Solved
Averest 75m26.251s 149 94 96.43%
DTP 3m13.634s 32 28 100.00%
RTCL 4m28.293s 2 4 18.18%
benscheduling 0m0.0s 0 0 0.00%
cellar 1m40.046s 0 9 69.23%
check 0m0.049s 0 2 100.00%
diamonds 17m21.997s 0 15 41.67%
fuzzy-matrix 0mO0.0s 0 0 0.00%
job__shop 20m34.83s 30 8 31.67%

Bellman-Ford = 3\ at 28m3.041s 12 118 89.04%
parity 125m14.146s 55 68 49.60%
planning 4m43.548s 2 43 100.00%
glock 28m41.977s 12 13 34.72%
queens_bench 58m36.134s 66 17 28.04%
sal 0m46.676s 10 40 100.00%
schedulingI DL 134m57.819s 60 20 28.57%
sep 0m2.186s 9 8 100.00%
total 503m50.627s 439 487 54.53%
Averest 74m50.172s 150 94 96.83%
DTP 5m38.047s 32 28 100.00%
RTCL 4m?28.824s 2 4 18.18%
benscheduling 0m0.0s 0 0 0.00%
cellar 4m29.771s 0 9 69.23%
check 0m0.046s 0 2 100.00%
diamonds 17m28.396s 0 15 41.67%
fuzzy-matrix 0m0.0s 0 0 0.00%
job_shop 27m6.218s 31 8 32.50%

Floyd-Warshall . & at 31m37.119s 13 116 88.36%
parity 99m23.62s 48 50 39.52%
planning 22m19.139s 2 43 100.00%
qlock 18mb.891s 7 9 22.22%
queens_bench 70m47.65s 62 16 26.35%
sal 1m3.091s 10 40 100.00%
schedulingI DL 117m26.52s 44 11 19.64%
sep 0m2.311s 9 8 100.00%
total 494m46.815s 410 453 50.82%
Averest 45m26.412s 122 94 85.71%
DTP 31m46.773s 32 28 100.00%
RTCL 2m29.003s 2 4 18.18%
benscheduling 0m0.0s 0 0 0.00%
cellar 2m49.688s 0 9 69.23%
check 0Om0.05s 0 2 100.00%
diamonds 18m27.449s 0 15 41.67%
fuzzy-matrix 0mO0.0s 0 0 0.00%
Simplex job__shop 15m21.142s 21 8 24.17%
mathsat 52m27.167s 12 119 89.73%
parity 96m50.793s 34 47 32.66%
planning 30m0.953s 0 32 71.11%
qlock 6mb51.387s 2 4 8.33%
queens_bench 35m1.909s 39 16 18.58%
sal 4m10.598s 10 40 100.00%
schedulingI DL 86mbH9.13s 30 6 12.86%
sep 0m3.498s 9 8 100.00%
total 428m45.952s 313 432 43.88%

Table A.2: QF_IDL
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Appendiz A. Runtimes

Solver Benchmarks Runtime SAT UNSAT Solved
Averest 0m36.512s 157 95 100.00%

DTP Omb.711s 32 28 100.00%

RTCL 0m2.533s 4 29 100.00%
benscheduling 3m23.917s 4 3 53.85%

cellar Om7.455s 0 13 100.00%

check 0m0.034s 0 2 100.00%
diamonds 13mb5.946s 0 34 94.44%
fuzzy-matrix 0mO0.0s 0 0 0.00%

73 job_shop 24mbH8.555s T2 11 69.17%
mathsat 14m10.065s 16 127 97.95%

parity 178m26.919s 112 93 82.66%
planning 0m37.096s 2 43 100.00%

qlock 15m41.025s 36 20 77.78%
queens_bench 14m1.743s 199 20 73.99%

sal 0m9.177s 10 40 100.00%
schedulingI DL, 56m9.976s 246 31 98.93%

sep 0m0.563s 9 8 100.00%

total 321m37.227s 899 597 88.10%

Table A.3: QF IDL continued
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A.3 DFT
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Figure A.3: Runtime comparison for DFT problems.
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Benchmarks Runtime SAT UNSAT Solved

hecs 0m38.458s 72 100.00%

15026262 0m21.537s 0 16 100.00%

mcs 0m27.333s 0 96 100.00%
Bellman-Ford rc 0m25.24s 0 68 100.00%
sap 0mO0.176s 1 3 100.00%

toy 0mb5.659s 9 60 100.00%

total 1m58.403s 10 315 100.00%

hecs 1m0.023s 0 72 100.00%

18026262 0m24.987s 0 16 100.00%

mcs 0m45.551s 0 96 100.00%
Floyd-Warshall rc 0mb3.887s 0 68 100.00%
sap 0m0.176s 1 3 100.00%

toy 0m19.209s 9 60 100.00%

total 3m23.833s 10 315 100.00%

hecs 1m2.553s 0 72 100.00%

15026262 0m26.586s 0 16 100.00%

mcs 0m37.681s 0 96 100.00%

rc 0m40.268s 0 68 100.00%

sap 0mO0.182s 1 3 100.00%

toy 0m14.206s 9 60 100.00%

total 3m1.476s 10 315 100.00%

hecs 0m7.938s 0 72 100.00%

18026262 0m4.659s 0 16 100.00%

mcs 0m6.722s 0 96 100.00%

73 rc 0Omb.366s 0 68 100.00%
sap 0m0.128s 1 3 100.00%

toy 0m2.315s 9 60 100.00%

total 0m27.128s 10 315 100.00%

Table A.4: DFT problems



A.4. DFT Incremental 57
A.4 DFT Incremental
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Figure A.4: Runtime comparison for incremental DFT problems.
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Solver Benchmarks Runtime SAT UNSAT Solved
hecs 6m31.808s 1 6 9.72%

15026262 0mO0.0s 0 0 0.00%

mes 45m16.421s 5 34 40.62%
Bellman-Ford  rc 6m28.61s 0 11 16.18%
sap 0OmO0.18s 0 4 100.00%

toy 2m10.936s 5 60 94.20%

total 60m27.955s 11 115 38.77%

hecs 12m10.789s 2 6 11.11%

15026262 0mO0.0s 0 0 0.00%

mecs 43m10.22s 4 32 37.50%
Floyd-Warshall rc 11m26.291s 2 11 19.12%
sap 0m0.187s 0 4 100.00%

toy 0m31.993s 5 59 92.75%

total 67m19.48s 13 112 38.46%

hecs 3m9.94s 1 3 5.56%

15026262 0mO0.0s 0 0 0.00%

mcs 27m10.091s 0 15 15.62%

Simplex rc 14m4.958s 0 10 14.71%
sap 0mO0.206s 0 4 100.00%

toy 3m22.896s 5 59 92.75%

total 47m48.091s 6 91 29.85%

hecs 24m13.276s 0 20 27.78%

15026262 0mO0.0s 0 0 0.00%

mcs 21m28.307s 0 62 64.58%

73 rc 25m39.406s 0 17 25.00%
sap 0m0.061s 0 4 100.00%

toy 1m15.023s 0 66 95.65%

total 72m36.073s 0 169 52.00%

Table A.5: Incremental DFT problems
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